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Abstract. Freezing of gait (FOG) is one of the most common manifesta-
tions of advanced Parkinson’s disease. It represents a sudden interruption
of walking forward associated with an increased risk of falling and poor
quality of life. Evolutionary algorithms, such as genetic programming
(GP), have been effectively applied in modelling many real-world appli-
cation domains and diseases occurrence. In this paper, we explore the
application of GP for the early detection of FOG episodes in patients
with Parkinson’s disease. The study involves the analysis of FOG by
exploiting the statistical and time-domain features from wearable sen-
sors, followed by automatic feature selection and model construction
using GP. Efforts to use data from wearable sensors suffer from chal-
lenges caused by imbalanced class labels, which affect the task of GP
model development. Thus, the cost-sensitive approach is incorporated
into GP to tackle the imbalanced problem. The standard metrics, such
as sensitivity, specificity, and Fl-score, were used for testing the final
model. With 30 repetitions, the average performance of the GP model
has shown promising results in detecting the occurrence of FOG episodes
in Parkinson’s disease.
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1 Introduction

Predictive models are designed to support medical staff and patients with deci-
sions for screening and diagnosing, early intervention and prevention of diseases,
providing patient risk stratification, or making lifestyle changes [1]. Building a
clinical predictive model requires data that are representative of a specific pop-
ulation or domain and reliably recorded within the time frame of interest for
the prediction. Such models are generally defined as either likelihood of disease
or disease group classification, detection or identification of disease cases, the
diagnostic or prognostic, likelihood of response or risk of recurrence [2]. This

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
L. Rutkowski et al. (Eds.): ICAISC 2023, LNAI 14125, pp. 274-285, 2023.
https://doi.org/10.1007/978-3-031-42505-9_24


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-42505-9_24&domain=pdf
http://orcid.org/0000-0002-4005-1238
http://orcid.org/0000-0002-4823-5250
http://orcid.org/0000-0001-5646-0338
http://orcid.org/0000-0002-0222-6340
https://doi.org/10.1007/978-3-031-42505-9_24

Towards Detecting FOG in PD Using Wearable and GP 275

study focuses on building a predictive model for detecting freezing of gait (FOG)
in Parkinson’s disease (PD). PD is a complex and progressive brain disorder,
which is characterized by a combination of motor symptoms such as bradyki-
nesia, resting tremor, rigidity, freezing of gait, and non-motor symptoms, such
as psychiatric disorders, pain, and fatigue [3]. Among these, FOG is one of the
most common and disturbing motor manifestations in the advanced stages of
PD. It is a common gait impairment or activity disorder often characterized by
the inability to walk and severe difficulty in locomotion with an increased risk
of falling. FOG can be defined as a “brief, episodic absence or marked reduction
of forward progression of the feet despite having the intention to walk” [4]. The
diagnosis and treatment of FOG are challenging for healthcare professionals due
to the heterogeneity of the patient, and FOG may not manifest during hospital
visits [4]. Wearable technologies based on inertial sensors and machine learning
have been widely used for their automatic detection and predictions through dif-
ferent sensor placements on the human body. Such predictions can be important
in quantifying the characteristics of gait disorders and freezing events in PD.
Despite the promising results with the detection of FOG using machine learning
techniques, there are still open issues for improvement in terms of stability and
generalization capability to implement real-time FOG detection systems using
machine learning techniques and/or evolutionary algorithms.

Evolutionary algorithms, such as genetic programming (GP), have been suc-
cessful in automatically evolving variable-length computer programs to solve
practical problems [5,6]. Unlike Blackbox methods such as neural networks, GP
has the advantage of being human-friendly and providing an explicit mathe-
matical formula as its output. However, like other machine learning models, the
performance of GP can be highly affected by the presence of imbalanced class
labels in the data that may lead to high-false negative rates. The resampling
methods, such as under-sampling and over-sampling, are popular approaches for
dealing with an imbalanced data problem. However, both approaches can cause
either the loss of important information or adding irrelevant classification data
that can affect the prediction accuracy for minority examples in the imbalanced
dataset [7]. Thus, in this study, cost-sensitive learning in GP (CSGP) is proposed
to alleviate the imbalanced problem and predict FOG episodes in PD. The main
motivation for using GP over traditional machine learning techniques is twofold.
Firstly, GP performs an implicit feature selection automatically, discovering rela-
tionships among variables and producing fully explorable models. Secondly, GP
can present its result by generating interpretable models in the form of parse
trees or mathematical equations, which are relatively easy to explain.

2 Preliminaries and Related Works

2.1 Wearable Sensors-Based FOG Detection

Wearable sensors have been used in the detection and analysis of FOG episodes
to characterize their severity and to enable the application of rhythmic auditory
cueing. Rhythmic Auditory Stimulation (RAS) is applied to produce a rhythmic
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ticking sound upon detection of a FOG episode. Several research papers proposed
wearable systems based on motion sensors for the detection and treatment of
FOG with auditory stimulation [8]. Marc B et al. [9] proposed a wearable sys-
tem for FOG detection that provides the rhythmic auditory signal. They used
accelerometers placed on the ankles to evaluate the frequency components of
motion. Authors in [10] proposed a machine learning algorithm for online FOG
detection and treatment using a smartphone as a wearable device. They tested
several learning methods, including Naive Bayes, k-Nearest Neighbor, Random
Forests, decision trees, and others with different sensor locations and tempo-
ral windows size to optimize FOG detection accuracy and latency. The results
obtained demonstrate the potential of machine learning algorithms. A recent
review on the application of machine learning and wearable sensors for FOG
detection is presented in [11].

However, there are still challenges to studying FOG events in real life, as
FOG events are influenced by several factors, such as the state of the patient’s
medication (On and Off), the severity of PD and other personal factors. More-
over, datasets are usually imbalanced that require augmentation strategies, more
robust and accurate machine-learning methods are also required. This study
explores the possible advantages of genetic programming (GP) in the detection
and prediction of FOG events in PD.

2.2 Genetic Programming

Genetic programming (GP) is a part of evolutionary algorithms that apply
heuristic search principles inspired by natural evolution to the problem of find-
ing an optimal solution through parameter optimization [12]. The term evolution
refers to an artificial process analogous to the biological evolution of living organ-
isms in accordance with Darwin’s theory of evolution by natural selection [13].
GP can be expressed as a domain-independent approach that genetically breeds
a population of computer programs to solve a problem [14]. GP is a search and
optimization algorithm that iteratively transforms a population of computer pro-
grams into a new generation of programs using various genetic operators. The
most commonly used operators are crossover, mutation, and reproduction. The
crossover operator recombines randomly chosen subtrees among the parents and
creates a new program for the new population. The mutation operator replaces
a randomly chosen subtree with a randomly generated tree, while the reproduc-
tion operator replicates a selected individual to a new population. GP finds the
solution to the problem in the form of programs or functions.

2.3 Highlights of This Article

— This paper proposed the application of cost-sensitive GP (CSGP) and wear-
able sensors for the detection of FOG events in Parkinson’s disease.

— We investigate how well the existing cost-sensitive learning approaches in
machine learning perform if they are applied in a GP-based classifier.

— GP performed optimal feature extraction automatically, discovering relation-
ships among variables and generating interpretable models in the form of a
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tree-like structure. This shows that GP maintains its substantial advantage
over traditional machine learning algorithms.

— Our experimental results highlighted that CSGP successfully performed auto-
matic FOG detection with high efficiency and excellent performance.

3 Methods and Materials

3.1 Dataset Description

In this paper, we used the publicly available Daphnet dataset developed for FOG
detection from wearable sensors attached to the leg, thigh, and trunk of PD
patients [9]. A total of 10 participants performed three basic walking activities:
(1) walking back and forth in a straight line, (2) random walking with a series of
initiated stops, (3) walking simulating activities of daily living, such as entering
and leaving rooms, and walking to the kitchen. These activities were performed
based on two sessions to replicate a normal daily walking routine. During the first
session, the wearable system collected all the data and conducted online FOG
detection without RAS feedback. In the second session, the same procedure was
followed. However, the RAS feedback was activated. The sensors recorded three-
dimensional (3D) accelerations at a sampling frequency of 64 Hz and transferred
their data to a wearable computer, which was attached to the trunk of the
subjects (along with the third sensor) and provided RAS upon the detection of
a freezing episode.

3.2 Data Preprocessing

The data collected by the wearable sensors has been cleaned, filtered, and stan-
dardized, resulting in a dataset that is consistent and suitable for analysis and
model training processes.

— Signal Filtering:the triaxial linear accelerations signals are made up of sev-
eral components, and thus there can be inherent noise components. As a
result, the signals were filtered to remove the noise using a median filter and
a third-order low-pass Butterworth filter with a 15 Hz cut-off.

— Normalization: the aim of normalization is to change the values of features
in the dataset to a common scale, without distorting differences in the ranges
of values. For this purpose, Min-max normalization was used to transform
each acceleration signal into the range between 0 to 1 with mean and standard
deviation.

— Data Segmentation: Data segmentation is the process of dividing sensor
signals into partially overlapping windows. Before training a GP and other
machine learning models, raw time-series data recorded from wearable sensors
are split into temporal segments. The sliding approach is frequently used and
has been demonstrated to be useful for handling flowing data. In this paper,
we used a windowing function with a window length of 4s with an overlap
of 0.5s. A window was labelled as a FOG window if more than 50% of the
samples were labelled as FOG.
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— Feature Extraction and Selection: After segmenting the data, statistical
and time-domain features were extracted and used for model development, as
suggested by Mazilu et al. [15]. A total of 54 features were obtained and the
most relevant ones were automatically selected using an embedded automatic
feature selection mechanism in GP. The importance of each feature was based
on the number of references in all models generated during the GP iterations.
This approach allows the model to focus on the most significant information
and improve performance.

3.3 Cost-Sensitive GP

Most machine learning classifiers, including GP, assume that misclassification
costs (false negative and false positive) are set balanced [16]. In most of the
real-world domains, however, this assumption is not true. Usually, in the medi-
cal domain, the proportion of healthy patients is larger than unhealthy patients,
i.e., many datasets of medical diagnosis exhibit imbalanced class distribution
[17]. In these FOG datasets, 9% of the data was recorded as FOG events, and
the remaining 90% of the data was recorded as normal locomotion. When using
the GP model in this dataset, a very low sensitivity was observed in the rare
class. Consequently, FOG events belonging to the minority class are misclassified
more than those belonging to the majority class. Traditionally in GP, classifica-
tion problems are solved with accuracy as a fitness function. However, when the
data of the problem to be solved contains an imbalanced class distribution, only
accuracy cannot be a good option since maximizing the accuracy will naturally
lead to classifying everything as the majority class and does not give acceptable
results. Therefore, one of the techniques to overcome this biasedness and over-
fitting, and at the same time to build a good classifier for imbalanced data, is
cost-sensitive learning. Cost-sensitive learning focuses on providing a higher cost
for predicting a specific class, such as any misclassification of a class will penal-
ize (cost more) the classifier. A cost matrix, which is similar to the confusion
matrix, describes the cost for misclassification in a particular scenario and gives
a higher cost to misclassifying rather than correctly classifying the instance. In
this paper, the minority classes are denoted by ’+’, and the majority classes are
denoted by -’. Let C (i, j) be the cost of misclassifying an instance from ‘class
i as ‘class j’, and C (i, i) denotes the cost of correct classification (zero cost).
The cost matrix can be computed as shown in Table 1, where C (-, +) and C
(4, -) correspond to the costs associated with a false negative (FN) and a false
positive (FP), respectively.

Table 1. Cost Matrix

Predicted class

FOG No FOG
FOG  C(+,4+) C(-,+)
No FOG C(+,-) C(--)

Actual Class
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Table 1 shows an example of a cost matrix where classifying a person with 'FOG’
as having 'No FOG’ will cost the classifier a penalty equal to C(-,+). A penalty
cost equals C(+,-) can also be defined for classifying a normal person as having
the FOG event. Defining high-cost values gives more importance to that class.
Therefore, it helps in building a classifier for imbalanced data and can help in
training the classifier to detect the class with a smaller number of instances and
avoid the overfitting problem. This paper applies a cost-sensitive approach in
GP (CSGP) to build a predictive model for detecting the presence of FOG in
patients, capable of minimizing the expected misclassification costs and errors
through a fitness function. Therefore, the fitness function can be calculated as
shown in equation (3) which aims to choose the classifier with the minimum
misclassification cost (total cost):

Totalcost = C(—,4+) x FN +C(+,—) x FP

where FP denotes the total number of false positives and FN is the total number
of false negatives. FP is the number of instances that were classified as having
the FOG, and actually, they have not. FN is the number of instances that have
FOG but were classified as not having the FOG event.

3.4 Proposed Model Framework

The model development process follows an approach that is comprised of a
combination of two phases, as shown in Fig.1. The first phase includes data
preprocessing and parameter setup. In the beginning, we performed data pre-
processing, which includes noise reduction, missing data filling, data normal-
ization, and filtering. Data segmentation is also required to convert multi-
dimensional sensor data into sample data in suitable conditions for model train-
ing. Then feature extraction and feature selection were applied to each window
segment. For GP, the main parameters, such as population size, number of gen-
erations, crossover rate, and mutation rate, have been configured. The second
phase includes the development of a GP model using cost-sensitive learning based
on the preprocessed dataset and GP parameters from phase one. Following this,
the sample data are separated into training and test data for model training and
evaluation. Finally, the fitness score in terms of accuracy, precision, recall, F1-
score, and confusion matrix is used to validate the final model. The overall GP
model development framework is evolved using a fitness measure that includes
a series of steps.

4 Experimental Settings

In this section, an experimental setup is established for the proposed approach to
demonstrate the performance of GP for FOG analysis and detection. To evalu-
ate the generated model, several experiments were performed using HeuristicLab
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3.3.16 framework [18] by splitting the datasets into training and testing. Tak-
ing into account that the data is imbalanced, stratified sampling is applied in
splitting the data in order to preserve the ratio of each class in the training and
testing parts. The proportions are 75% and 25% for the training and testing,
respectively, where the training set is used to train the model and includes both
input data and the corresponding expected output, and the testing set includes
only input data that is being used to assess how well GP is trained and to
estimate model properties.

Phase 1 Phase 2
Raw Data E_ _____________________ E :"_""'"T._ ________ i
33 : Sensor signal ! _,_,: Cost-sensitive setup for !
o i | (Acceleration, Gyroscope) | ! vl GPmodel )
2 ;J “' : . J | : |
£ o ! :
| | |
4 '} s Y ! e N
5 %ﬁ- ' | Datacleaning, noise E \ CSGP Model i
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P : § \ : . J/ :
< - 1 |
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Fig. 1. CSGP model development workflow

4.1 GP Parameter Setup

In GP, setting the control parameters is an important first step to manipulate
data and obtain better results. For this, a systematic experimentation process
was conducted to tune the parameters of GP using different population sizes (i.e.,
100, 330, 500, and 1000). For mutation and crossover rates, GP experimented at
2%, 5%, 10% and 15% for mutation, and 85%, 90%, and 95% for crossover. Due
to the stochastic nature of GP, 30 runs were performed in all problems, each with
a different random number generator seed. The selection mechanism has been
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the tournament selection and the maximum tree depth set to the default value.
GP requires that further control parameters be specified. In this experiment, the
best performance was obtained with the parameter values listed in Table 2.

Table 2. GP Control Parameter Settings

Parameter Value

Population Size 1000

Maximum number of generations 100

Crossover probability 0.90

Mutation probability 0.15

Selection method Tournament selection
Termination condition Max generation

Tree initialization Ramped half and half
Genetic operators Crossover, mutation
Elites 1

4.2 Performance Evaluation

In GP, the fitness function defines a measure to calculate the accuracy of a
solution by comparing the predicted class labels with the actual class labels.
In a binary classification problem, the outcome of classification performance
can be represented by a confusion matrix, as shown in Table 3. The predictive
model was evaluated using common statistical parameters such as sensitivity,
specificity, accuracy, and Fl-score, which are based on the true positives (TP),
true negatives (TN), false positives (FP), and false negatives (FN). Sensitivity
(true positive rate) is the ratio of the proportions of positive patient cases that
are accurately predicted divided by the total number of actual positive cases.
Specificity (true negative rate) is calculated as the number of negative case pre-
dictions divided by the total number of actual negative cases. Accuracy measures
the number of all correct predictions divided by the total number of samples.
However, the overall accuracy is known to be unsuitable for classification with
unbalanced data [19]. Measuring the individual classification accuracy of the
minority and majority classes separately using sensitivity and specificity can
avoid this learning bias when evaluating model performance in unbalanced class
scenarios. The F1-score is used as the harmonic mean of precision and recall [20].
It provides the most reliable evaluation of the model’s prediction performance
while considering the worst-case prediction scenario for a classifier.

5 Results and Discussions

In analyzing GP for FOG detection, the most fundamental aspect is to know
the number of samples that are classified correctly and those which are classified
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Table 3. Confusion matrix

Predicted Positive Class | Predicted Negative Class
Actual Positive Class True Positive (TP) False Negative (FN)
Actual Negative Class | False Positive (FP) True Negative (TN)

incorrectly. In cost-sensitive GP (CSGP), this task is handled by evaluating the
quality of the generated model using sensitivity and specificity. The quality of
GP is generally called the fitness of a solution candidate. The fitness of the
proposed CSGP model was tested using different penalty cost matrices starting
from 3 until 13 by representing the penalty cost matrices using the expressions
[1:1], [1:3], [1:5], [1:7], [1:9],[1:11] and [1:13]. These costs are increased by +2
and came from extensive experiments with different penalty costs, where 13 was
the last penalty cost because sensitivity values increase significantly with larger
costs. The results of the CSGP with five different cost matrices on the Daphnet
FOG dataset are compared using sensitivity and specificity as fitness functions,
as shown in Fig. 2, which shows how the sensitivity of CSGP increases with the
different penalty cost matrices, where [1:1] represents the performance of the
original data classification.

100

—e— Sensitivity (TPR)

:,\j o B ~a— Specificity (TNR)
]
1)
c
© &
E
o
=
g »

20

1:01 1:03 1:05 1:.07 1:09 1:11 1:13
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Fig. 2. The performance of CSGP on FOG detection at various penalty costs.

The increase in sensitivity values reflects the high detection of subjects with
FOG but also the high misclassification of the normal subjects. It is clear from
the figure that the sensitivity fitness function detects more FOG events with
higher penalty costs, while specificity relatively drops with higher costs. The
sensitivity values start at 13% for the [1:1] penalty cost matrix and reach 97.6%
with the [1:9] penalty cost matrix. Then it falls to reach 95% with [1:13] penalty
cost matrix. CSGP using the cost penalty matrix of [1:9], achieved the highest
performance with a sensitivity value equal to 97.6% and an accuracy value equal
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to 96%. However, it achieved the lowest specificity of 85.8%. In addition, the
population dynamics of CSGP across generations are also evaluated based on
mean squared error (MSE). Using MSE on the selected cost matrix, the average
fitness of the best solution per generation is calculated based on results stored
from 30 runs of GP. Figure 3 shows the median MSE on the five simulations at
100 generations.
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Fig. 3. CSGP evolution plots using mean squared error (MSE).

Table 4. Performance comparison of GP and machine learning techniques

Models | Accuracy | Recall | Precision | F1-Score
GP 96.0 97.6 |85.8 98.0

RF 97.9 81.0 |- 0.75
XGB | 85.7 85.0 |- 92.0

LR 97.0 82.0 |- 86.0

DT 81.4 81.0 |- 89.00

The median fitness refers to the average of the fitness scores across the entire
population. The evolution of the error in average fitness reveals the ability of
CSGP to learn the relationship between variables. There is a constant decrease in
the test error across generations, indicating that no overfitting is occurring. The
final model produced by GP includes the best features selected during the evolu-
tionary process. These variables are the most frequent variables which were the
most relevant for the detection of FOG events. Table 4 presents the performance
comparison of GP with other benchmark machine learning classifiers, namely
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random forest (RF), extreme gradient boosting (XGB), logistic regression (LR)
and decision tree (DT). The comparison is based on accuracy, recall, precision,
and Fl-score. Our results showed that GP was able to show competitive per-
formance in the detection of FOG events compared to the traditional machine
learning models.

6 Conclusions

This paper is an investigation of genetic programming with a cost-sensitive app-
roach (CSGP) for early detection of freezing of gait (FOG) events in Parkinson’s
disease (PD). CSGP used various penalty costs for prediction errors ranging
from 3 to 13 with a step of 2, and each is represented as a penalty cost matrix.
After configuring the different cost matrixes for the CSGP algorithm using the
FOG dataset, several experiments with 30 runs were conducted by adjusting the
parameters. The proposed approach was evaluated with the well-known GP clas-
sification fitness functions, including accuracy, sensitivity, specificity, precision
and mean squared error. The results showed that the proposed approach CSGP
achieved better detection of FOG episodes using higher penalty costs. From the
results, it is evident that CSGP demonstrated substantial potential as a method
for the automated development of clinical prediction models for detection and
prediction purposes. Overall, the results are encouraging, and further studies can
be investigated to extend and optimize the findings for FOG studies and other
medical problems using cost-sensitive evolutionary algorithms.
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